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1 to several 100 μm

Human body:
~10,000,000,000,000 cells
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Biological cells and membranes

All living organisms consist of 
single or multiple units:  Cells

Lipids

Membrane composition:

Proteins

Plasma 
membrane

by Russel Kightley
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Biological cells and membranes

All living organisms consist of 
single or multiple units:  Cells

Plasma 
membrane

Membrane function:

Ø Protection of the cell interior from environment
Ø Intracellular compartmentalization

à Barrier for macromolecules, 
charged compounds
and mostly water

+
- x

by Russel Kightley
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Membrane permeation

+
-

Membrane transport 
proteins

Cell survival 
requires exchange 

of materials

Signaling 
between and 
within cells 

involves passage
of ions across
membranes

Membrane function:

Ø Protection of the cell interior from environment
Ø Intracellular compartmentalization

à Barrier for macromolecules, 
charged compounds
and mostly water

+
-
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Outline

Transport Across Membranes:
Two Pore Channels (TPC)

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)

Domain Formation in Multi-Component 
Membranes

Domain Formation in Simple 
Phospholipid Membranes
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Molecular dynamics simulations

Chapter 2. Molecular dynamics simulations 33

2.1 Theoretical considerations

2.1.1 Assumptions and validity

An exact description of the dynamic behaviour of particles in space requires solving the time-dependent
Schrödinger equation,

i~h @
@ t
 (x, t) = Ĥ (x, t) , (2.1)

that consists of terms with the imaginary number i, the reduced Planck constant ~h, a wave function
 (x, t) characterizing the quantum state of the system depending on coordinates x of the nuclei and
electrons, and the Hamilton operator Ĥ, i.e. the total energy of the system. Solving the differential
equation proves to be complicated and time-consuming already for a system of few particles. In this
thesis, the dynamics of large biomolecular systems with several hundred thousand atoms was addressed
therefore rendering quantum mechanical methods inappropriate. It turned out that such systems may be
efficiently characterized by classical dynamics of the nuclei combined with an empirical treatment of the
electronic degrees of freedom. This represents the concept of Molecular Dynamics (MD) simulations.

Three main approximations are required in the transition from quantum mechanics and Schrödinger’s
equation to classical mechanics following Newton’s laws. First, based on the considerable difference
in weight (mproton ⇡ 1836 ·melect ron), the motion of the nuclei can be decoupled from the motion of
the electrons (Born-Oppenheimer approximation [351]). Thereby the electrons are supposed to instanta-
neously adapt their positions according to the motion of the nuclei [352].
The electronic degrees of freedom are considered by introducing an empirical force field V (x1,x2, ...,xN )
acting on the nuclei with positions xi . The force field provides potential energy functions and corre-
sponding parameters to describe covalent and non-covalent interactions between the atoms in the system
(see Section 2.1.2). Thus, chemical reactions like formation or breakage of bonds, or a change in the
protonation state can not be realized in MD simulations.
In the third approximation, the Schrödinger equation used to describe the dynamics of the nuclei is
replaced by Newton’s laws,

ai(t) =
@ 2xi(t)
@ t2

=
Fi

mi
, (2.2)

relating the force Fi acting on nucleus i with mass mi to its current acceleration ai . The force is obtained
from the negative gradient of the potential V ,

Fi = �
@ V (x1,x2, ...,xN )

@ xi
. (2.3)

The description of nuclear motions by classical mechanics is satisfactory for heavy atoms like carbon and
oxygen at ambient temperatures. However, quantum effects will be important for light atoms such as
hydrogen, and if vibrational frequencies of bonds and angles exceed kB T/h 1 [352, 353]. In particular
bonds to hydrogen atoms oscillate rapidly implying that they are not appropriately described by classical
mechanics. Therefore and for efficiency reasons, lengths of bonds involving hydrogens are frequently
constraint [354, 355].

1kB: Boltzmann constant, T : temperature, h: Planck’s constant

Newton’s law
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2.1.2 Concept of biomolecular force fields

The empirical potential energy V (x) of a biomolecular system defines the intra- and intermolecular
forces acting on the particles (Eq. 2.3). The total potential depends on the center of mass positions
x= (x1,x2, ...,xN ) of the N atoms in the system and is distinguished in bonded and non-bonded inter-
actions:

V (x) =
Å X

bonds

Vbonds +
X

angles

Vangles +
X

torsions

Vtorsions +
X

improper

Vimproper

ã

bonded

+
Å X

pairs i, j

Velec t rostat ic +
X

pairs i, j

Vvan der Waals

ã

non�bonded
.

(2.4)

The potentials are kept simple (e.g. parabolic functions), but the exact form and corresponding parameters
are dependent on the individual force field. Popular atomistic biomolecular force fields are CHARMM [347,
356], AMBER [357–361], OPLS [362–364] and GROMOS [365, 366] (see Section 2.1.4). Figures 2.1 and
2.2 depict forms of commonly used functions for bonded and non-bonded interactions and demonstrate
the dependency on the property of interest.

Bonded interactions
The first potential in Eq. 2.4, Vbonds, defines the energy for covalently bound atoms and depends on the
distance r between the two atoms connected by a bond (Fig. 2.1 A). Typically a harmonic potential is
chosen for Vbonds that has a minimum at an equilibrium bond length r0 and a width determined by the

FIGURE 2.1: Commonly used potential energy functions for bonded interactions. All parameters are taken
from the AMBER14 force field [357, 358]. A. Harmonic potential for the C–N peptide bond with kb and a
reference bond length r0 as constant parameters. B. Harmonic potential for the C–C↵–N peptide angle with
ka and a reference bond angle ✓0 as constant parameters. C. Periodic torsion potential for the H–C–C–H
dihedral angle of the lysine residue with kt and a reference torsion angle '0 as constant parameters. n
defines the multiplicity of the potential. D. Harmonic improper potential to restrain C, C↵, N and H atoms

of a peptide in a plane, i.e. to maintain an angle of ↵0 = 0 � between the dark and light gray planes.

Force field

Simulation of water
(5 ps = !

",$$$,$$$,$$$
ms)
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Force fields with different resolutions:

Loss of detail
Gain of performance
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Transport Across Membranes: Two Pore Channels (TPC)

[1] O. Nguyen et al. Cancer Res. 77:6, 1427-1438 (2017) [2] Y. Sakurai et al. Science 347:6225, 995-998 (2015)
[3] W. Choi et al. PNAS 111:17, 6497-6502 (2014) [4] P. Calcraft et al. Nature 459:7246 596-600

cytoplasm

lumen
Humans

Mice

Zebra fish

Arabidopsis thaliana

Barley

+ +
+

+

+

Cancer cell migration [1]

Ca2+ signalling [3,4]Ca2+ Ca2+

Ca2+ Ebola virus infection [2]

hTPC2

AtTPC1

Animals: endo-lysosomal 
membrane
Plants: vacuolar membrane

7

19.09.19 8I N T R O  – T W O  P O R E  C H A N N E L S

TPC activity can be 
Ø voltage-regulated

Ø modulated by cytosolic / luminal Ca2+

Ø ligand-dependent (signaling lipid)

à Depends on the TPC isoform and organism

Monomer topology:

intracellular

luminal

TPCs are homo-dimers 
( 2 x S1-S12)

Structure of Two Pore Channels

8
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hTPC2 is activated by PI(3,5)P2 – AtTPC1 is not

[1] J. She, W. Zeng, J. Guo, Q. Chen, X. Bai, and Y. Jiang. eLife 8:e45222 (2019)
[2] X. Wang, X. Zhang, X.P. Dong, M. Samie, X. Li, X. Cheng, A. Goschka, D. Shen, Y. Zhou, et al. Cell 151 (2012)
[3] A. Boccaccio, J. Scholz-Starke, S. Hamamoto, N. Larisch et al., Cell. Mol. Life Sci. 71:4275-4283 (2014)

Signaling lipid: 
Phosphatidylinositol-3,5-bisphosphate
( PI(3,5)P2 )

3
5

PI(3,5)P2 activates 
hTPC2 [1,2]

No effect of PI(3,5)P2

on AtTPC1 activity [3] X

Why does PI(3,5)P2 activate hTPC2,
but not AtTPC1 ? ??

à Negatively 
charged lipid

9

Structure of human hTPC2

19.09.19 10R E S U L T S  – T W O  P O R E  C H A N N E L S

Simulation setup to investigate PI(3,5)P2 binding

[1] J. Guo, W. Zeng, Q. Chen, C. Lee, L. Chen, Y. Yang, C. Cang, D. Ren, and Y. Jiang. Nature 531 (2016)
[2] S.J. Marrink, A.H. Vries, and A.E. Mark. J. Phys. Chem. B 108 (2004)

Structure of plant AtTPC1 (closed)

[1]

Insert in 
membrane

C90˚

PI(3,5)P2

?

Model structure of hTPC2

Homology
model

Coarse
grain [2]

lumen

cytosol

10
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Simulation setup to investigate PI(3,5)P2 binding

[1] J. Guo, W. Zeng, Q. Chen, C. Lee, L. Chen, Y. Yang, C. Cang, D. Ren, and Y. Jiang. Nature 531 (2016)
[2] S.J. Marrink, A.H. Vries, and A.E. Mark. J. Phys. Chem. B 108 (2004)

Structure of plant AtTPC1 (closed)

[1]

?

Model structure of hTPC2

Homology
model

Coarse
grain [2]

Coarse 
grain + 
insert in 

membrane

Insert in 
membrane
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hTPC2 – PI(3,5)P2 domain formation

S.A. Kirsch*, A. Kugemann*, A. Carpaneto, R.A. Böckmann and P. Dietrich. Cell. Mol. Life Sci. 75:3803-3815 (2018)

1 μs simulation of hTPC2 with PI(3,5)P2

human
TPC2

plant 
TPC1

human
TPC2

plant 
TPC1

àPI(3,5)P2 binding to hTPC2 is enhanced compared to AtTPC1

12
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PI(3,5)P2 binding sites differ significantly

lumen

Lipid
binding sites

cytosol

lumen

cytosol

S.A. Kirsch*, A. Kugemann*, A. Carpaneto, R.A. Böckmann and P. Dietrich. Cell. Mol. Life Sci. 75:3803-3815 (2018)
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Predicted binding site from MD in line with 
cryo-EM structures of hTPC2 and mTPC1

[1] S.A. Kirsch*, A. Kugemann*, A. Carpaneto, R.A. Böckmann and P. Dietrich. Cell. Mol. Life Sci. 75:3803-3815 (2018)
[2] J. She, J. Guo, Q. Chen, W. Zeng, Y. Jiang and X.C. Bai. Nature. 556:130-134 (2018)
[3] J. She, W. Zeng, J. Guo, Q. Chen, X.C. Bai and Y. Jiang. eLife. 8:e45222 (2019)

We identified from a homolgoy model the binding site! 

Cryo-EM structures of PI(3,5)P2-sensitive 
mTPC1 [2] and hTPC2 [3]

à Binding site predicted by simulations coincides 
with binding site identified by cryo-EM! 

MD simulations of a 
homology model of hTPC2 [1]
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Dopamine and 
Opioid receptors

Metabolism

Immune System

Chemokine receptors

Development

Vision

Rhodopsin

Taste

Olfactory
System

Cardiovascular
System

Adrenergic receptors

Targeted by 30-40% of medical drugs

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)

15

16

Ligand

G protein

Rasmussen S.G.F, et al., Nature, 2011   
Kobilka B.K., Lefkowitz R. J., Nobel Prize in Chemistry 2012

Extracellular

Intracellular

activation
Intracellular signalingTM5 

TM6

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)
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Monomer MonomerDimer

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)

• GPCRs can form dimers or higher order oligomers
• Affects ligand binding

17

18

Different signaling than monomers

No signaling Signaling

x

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)

• GPCRs can form dimers or higher order oligomers
• Affects ligand binding
• Modulates intracellular signaling

How do dimers influence the signaling?
What is the role of cholesterol in GPCR 

signaling?

18
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1. Atomistic 
model

2. Coarse-grained 
model

3. System setup 4. Simulation (several µs)

1

Simulation ensemble
• 500 independent simulation

• 2 receptors at same 
starting distance, but 
different starting orientation

• Unbiased dimerization 
processes

[1] Wassenaar T.A., et al., J. Chem. Theory Comput. 117, 2015    [2] Wassenaar T.A., et al., J. Chem. Theory Comput. 11, 2015

23500

Statistical analysis of 
preferred dimer interfaces

Signaling Through Membranes:
G Protein Coupled Receptors (GPCR)

19

20

Pluhackova K.*, Gahbauer S.*, Kranz F., Wassenaar T.A., Böckmann R.A., PLoS Comput. Biol. 12, 2016

Sample GPCR Dimerization Simulation

20
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0

50

100

150

200

250

0 1 2 3 4 5 6 7 8

POPC: 
~250 dimers after 3µs in 
500 simulation

POPC/30% cholesterol:
~120 dimers after 6µs in 
500 simulations

Simulation time [µs]

N
um

be
r o

f d
im

er
s

Pluhackova K.*, Gahbauer S.*, Kranz F., Wassenaar T.A., Böckmann R.A., PLoS Comput. Biol. 12, 2016

Homodimerization of CXCR4

21

22

TM1/TM1

TM1/TM4,5

TM1/TM5-7

TM4/TM4

TM5/TM5

Pluhackova K.*, Gahbauer S.*, Kranz F., Wassenaar T.A., Böckmann R.A., PLoS Comput. Biol. 12, 2016

0% 10% 20% 30% 40% 50%

CXCR4/CXCR4

TM5/TM5 TM1/TM5-7

TM1/TM1
POPC
POPC/30% chol

Homodimerization of CXCR4

22
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Pluhackova K.*, Gahbauer S.*, Kranz F., Wassenaar T.A., Böckmann R.A., PLoS
Comput. Biol. 12, 2016

TM4/TM4

• Cholesterol is required for CXCR4 
function [1]

• TM4 was suggested in experiments 
to be important for function, 
dimerization, and HIV infection [2]

Cholesterol

TM1/TM1

TM1/TM4,5

TM1/TM5-7

TM4/TM4

TM5/TM5

0% 10% 20% 30% 40% 50%

CXCR4/CXCR4
POPC
POPC/30% chol

[1] Wang J., et al., Mol. Cancer Ther. 5, 2006
[2] Percherancier Y., et al., J. Biol. Chem. 280, 2005

TM3

Homodimerization of CXCR4

23

24

• TM1/TM5-7 (POPC)

• TM5 and TM6 trapped at interface 
• Likely inactive

• TM4/TM4 (POPC/30% cholesterol)

• TM5 and TM6 freely accessible
• Potentially active

Pluhackova K.*, Gahbauer S.*, Kranz F., Wassenaar T.A., Böckmann R.A., PLoS Comput. Biol. 12, 2016

Homodimerization of CXCR4

24
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Domain Formation in Phospholipid Membranes

At Tm: Co-existence of ordered 
and disordered domain (?)

25

Ripple phase

19.09.19 26I N T R O  – D O M A I N  A N D  E L E C T R O P O R E  F O R M A T I O N

Lipids 
disordered

Fluid phaseGel phase

Lipids 
ordered

Dipalmitoyl -
phosphatidylcholine

vesicles 
(DPPC, di-C16:0)

[1]

[1] D. Papahadjopoulos, K. Jacobson, S. Nir and T. Isac. Biochim. Biophys. Acta. 311:330-348 (1973)

T EM P E R AT U R E

= Tp = Tm
34˚C 41˚C

?
How does the bilayer structure 

look like at and slightly above Tm

and how can it explain the 
increased permeability? 

Domain Formation in Phospholipid Membranes

At Tm: Co-existence of ordered 
and disordered domain (?)

co-existence 
of gel and

fluid phase (?)

disordered 
fluid

ordered
gel

26
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Structural features of fluid bilayers at different 
temperatures above Tm
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Tm = 321 K (48˚C)Fluid phase bilayer to investigate effect of phase transition ab initio:

Average thickness and area per lipid show expected behavior:

Local bilayer properties ?

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)

27

~12 nm2
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Local membrane thickness maps are very different

322 K

340 K
Thin domains (≤ 3.5 nm)

Thick domains (≥ 4.5 nm)

Th
ic

kn
es

s 
(n

m
)

32 nm

12 
nm

32 nm

12 
nm

Th
ic

kn
es

s 
(n

m
)

4.71 nm

Thick domains: ordered lipids

3.23 nm

Thin domains: interdigitating lipids

Lipid tail interdigitation
more pronounced at Tm

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)

Tm = 321 K

28
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Increased lifetime of nanodomains close to Tm

322K

340K

Approaching Tm:
Ø More thin and 

thick domains
Ø Larger thin and 

thick domains
Ø Longer lived thin 

and thick domains

ßà enhanced lipid
tail interdigitation

Approaching Tm:
Ø More thin and 

thick domains
Ø Larger thin and 

thick domains
Ø Longer lived thin

and thick domains

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)

Tm = 321 K
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Membrane elastic constants are indicator for 
phase transition
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Area compressibility 
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Simulation 
results

à Increased membrane heterogeneities explain maximum/minimum of 
membrane compressibility/bending rigidity when approaching Tm

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)
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Quantized current events were observed at Tm

Formation of
stable lipid pores

of well-defined size
à ion permeation

[1] V.F. Antonov, A.A. Anosov, V.P. Norik and E.Y. Smirnova. Eur. Biophys. J. 34:155-162 (2005)

Relation of bilayer structure and dynamics to 
increased permeability? 

T = Tm

Quantized currents at Tm (50mV) [1]

T<Tm T>Tm

?

[1]

31
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Temperature-dependent bilayer stability 
against electric field

Ez = 0.2 V/nm

Pore formation
time

hydrophobic 
membrane core

water

Pore formation by external electric field

Pore formation rate increased at Tm

and at higher temperature

Phase transition effect: 
more thin, disordered domains, 
membrane more compressible

Temperature effect: 
bilayer more fluid

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)
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Temperature-dependent bilayer stability 
against electric field

Temperature effect: 
bilayer more fluid

Pore formation rate increased at Tm

and at higher temperature

gel gelfluid

322K 330K

335K 340K

Pore formation in pre-existing 
thin membrane domains

fluid
bilayers

Thickness

Phase transition effect: 
more thin, disordered domains, 
membrane more compressible

S.A. Kirsch and R.A. Böckmann. Biophys. J. 116:2131-2148 (2019)

pore location

33

34

Domain Formation in Multi-Component 
Membranes

How are the different domains in multi-component membranes composed?

How can we control membrane domain formation?

34
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Domain Formation in Multi-Component 
Membranes

A coarse-grained view…
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Domain Formation in Multi-Component 
Membranes

Switching to atomistic resolution…
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Domain Formation in Multi-Component 
Membranes

Ternary membrane with POPC/ 
PSM/Cholesterol:

303K
ordered

disordered

294K
ordered

disordered

Temperature-dependent
formation of membrane

domains
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Domain Formation in Multi-Component 
Membranes

Ternary membrane with POPC/ 
PSM/Cholesterol: Influence of
Neurotransmitters

Neurotransmitter modulate the membrane domain formation!

+ Serotonin

294K 294K
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Computational Biology
Anna Bochicchio
Astrid Brandner
Matthias Pöhnl
Sonja Kirsch
Stefan Gahbauer
Marius Trollmann
Franziska Spiegel
Linkai Zhang
Theo Konopatzki

Research Training 
Group 1962

Collaborators
Petra Dietrich (Molecular Plant Physiology, FAU)
Armando Carpaneto (University of Genoa)
Alexandra Schambony (Developmental Biology)
Daniel Huster (NMR, Leipzig)
Tobias Unruh (Crystallography and Structural Physics)
Thomas Gutsmann (Borstel)
Ivan Bogeski (Göttingen)
Monika Pischetsrieder (Food Chemistry, FAU)
Lorenz Meinel (Pharmaceutics, Würzburg)
Falk Nimmerjahn (Genetics, FAU)
Diana Dudziak (Dendritic Cell Biology, FAU)

Computing 
center of 
Erlangen

39


