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Problem statement

▪ Goal: Obtain (non-boundary) part of 

the spectrum of a large sparse 

matrix around a target eigenvalue

▪ Construct filter polynomial to map 

search vectors 𝑣 ↦ 𝑝 መ𝐴 𝑣

▪ Central operation: sparse matrix-

multiple-vector multiplication 

(SpMMV)

▪ Question: How to distribute the work 

in a hybrid-parallel setting?
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Alternatives for the vector distribution
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Performance scaling of stack layout

Exciton

Hubbard

Meggie cluster

10 threads per

socket

𝑛𝑏 = 8
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Speedup of the panel layout

▪ Pillar layout → no communication 

in SpMMV

▪ Matrix duplication limits # of 

columns

▪ Unless SpMMV can be done matrix 

free
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Meggie, 64 sockets 
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